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Gaussian distributions



The normal distribution is ubiquitous in statistics 

mean μ

std σ

“Gaussian distribution” = “normal distribution”

x ∼ Normal(μ, σ2)

mean variancedrawn 
from



Mean and variance

Let X ~ N(µ, σ2) 

E[X] = μ- Mean:  

- Variance:  

- Standard Deviation: SDX = σ

Var[X] = σ2



Mean of standardized random variable



Variance of standardized random variable



68-95-99.7 Rule

Recall the 68-95-99.7 rule Note for a standard normal random variable, 
Z ∼ N(0, 1)

Pr(−1 < Z < 1) ≈ 0.68
Pr(−2 < Z < 2) ≈ 0.95

Pr(−3 < Z < 3) ≈ 0.997



The central limit theorem makes the normal distribution extremely relevant

If a random variable X has population mean µ and population variance σ2, 
the sample mean X-bar, based on n observations, is approximately normally 
distributed with mean µ and variance σ2, for sufficiently large n.

 
 

… 

x1 ∼ p1(x)
x2 ∼ p2(x)

xN ∼ pN(x)
x̄ =

x1 + x2 + ⋯ + xN

N

This means that, if many sources additively contribute to an experimental 
measurement, independent measurements will be approximately normally 
distributed.

x̄ ∼ Normal(μ, σ2)

This is why statisticians so often assume that experimental measurements 
follow normal distributions.



Impact of sample size on sampling distribution

Sample 1 (n=30); sample 2 (n=60); sample 3 (n=120)



Suppose  are drawn 
from a uniform (i.e. flat) probability 

distribution that stands from 0 and 1

x1, x2, ⋯, xN

Central	Limit	Theorem
x1

Central	Limit	Theorem

x1 + x2

2

Central	Limit	Theorem

x1 + x2 + x3

3

Central	Limit	Theorem

x1 + x2 + x3 + x4 + x5

5



Example 1: Human Sex Ratio



The human sex ratio at birth is slightly skewed towards boys rather than girls. 

 

count

male 484382

female 453841

total 938223

probability of male birth

estimate: 51.63%
95% CI: [51.53%, 51.73%]

Arbuthnot J (1711). An Argument for Divine Providence, taken from 
the Constant Regularity observed in the Births of both Sexes. 

https://www.openintro.org/stat/data/?data=arbuthnot


We assume the number of male babies (versus female babies) is drawn from a 
binomial distribution

data

1. Compute a best estimate  for ̂q q

2. Compute a confidence interval for q

goals

 = 484,382: number of male births  n

: probity of a male birth  q

model

n ∼ Binom(q, N)

 = 938,223: total number of births  N

The assume probability 
distribution is called the 
sampling distribution



The standard estimate of probability is just the ratio of counts

: estimated probability of a newborn being malêq =
n
N

= 51.63 %

: number of male births  n = 484,382

: total number of male births  N = 938,223



The lingering uncertainty in  is (verly nearly) described by a normal distribution 
centered on the estimate .

q
̂q

SEM

̂q

The standard deviation of this distribution is called the standard error of the mean (SEM).  

 SEM = ̂q(1 − ̂q)/N



The 95% confidence interval, describing plausible values of , is computed using 
both  and .

q
̂q SEM

95% CI

The corresponding 95% confidence interval (CI) is 

   where    [ ̂q − W, ̂q + W ] W = 1.96 × SEM

SEM



Uncertainty in  is summarized by a -statisticq z

1 − αα/2 α/2

CI

The user chooses a value for , the probability that  is not within the confidence interval.  
Choosing  fixes the value of . Using gives .

α q
α z* α = 5 % z* = 1.96

z*

Because of the central limit theorem,  .z ∼ Normal(0, 1)

The -statistic is defined by:  z z =
q − ̂q
SEM



Confidence intervals of different stringency can be computed using different z-
statistic thresholds 

Other confidence intervals are given by  where 
    

margin of error:   

[ ̂q − W, ̂q + W ]

W = z* × SEM

68% CI: z* = 0.99

SEM

95% CI: z* = 1.96
99% CI: z* = 2.58



Example 2: Healthy Human Body Temperature



Example 2: Human body temperature

Body Temp Sex Heart Rate
96.3 2 70
96.7 2 71
96.9 2 74
97.0 2 80
97.1 2 73
97.1 2 75
97.1 2 82
97.2 2 64
97.3 2 69
97.4 2 70

Mackowiak PA, Wasserman SS, Levine MM. (1992) A Critical Appraisal of 98.6°F, the 
Upper Limit of the Normal Body Temperature, and Other Legacies of Carl Reinhold 

August Wunderlich. JAMA. 268(12):1578–1580.

…

(Sex: 1 = female, 2 = male)



Example 2: Human Body Temperature

Body Temp
96.3
96.7
96.9
97.0
97.1
97.1
97.1
97.2
97.3
97.4

…

temperature mean μ
estimate: 98.25 F

95% CI: [98.12 F, 98.38 F]

temperature standard deviation σ
estimate: 0.73 F
95% CI: [0.65 F, 0.83 F]

We model temperature using a normal distribution



How to do this in PRISM



How to do this in PRISM



How to do this in PRISM



How to do this in PRISM



How to do this in PRISM



We assume the temperature of a healthy person is drawn from a normal 
distribution

: temperature of individual  in Fahrenheit  xi i

data 
 x1, x2, …, xN

1. Compute best estimates for both μ, σ

2. Compute confidence intervals for both μ, σ

goals

x ∼ Normal(μ, σ2)

: average body temperature  μ

model

: standard deviation of temperatures  σ



We want to infer two parameters from our data

 = 0.73 F̂σ

Here there are two parameters that need to be estimated,  and μ σ

This is unlike with the binomial distribution, where there was only one parameter .q

 = 98.25 F̂μ



The lingering uncertainty in  is described by a t-distributionμ

A t-statistic is then used to indicate how strongly  deviates from : μ ̂μ

t =
μ − ̂μ
SEM

The standard error of the mean (SEM) is given by 

 SEM =
̂σ

N

The t-statistic follows a t-distribution  
(almost a normal distribution, but not quite)

≈ SEM



The shape of the t-distribution is affected by the number of degrees of freedom 
(DOF)

In this case, we use a t-distribution with DOF given by  

 

This is almost indistinguishable from a normal (z) distribution when .  

DOF = N − 1

DOF ≳ 10



The t-distribution is used to compute a t-statistic cutoff, which determines the 
confidence interval

1 − αα/2 α/2

CI

t*

confidence interval:   ̂μ ± W

margin of error:   W = t* ⋅ SEM

     The t-statistic cutoff, , is determined by both  and the DOF. t* α

DOF affects the shape of  
the t-distribution



Confidence intervals (CIs) and standard errors of the mean (SEMs) quantify how 
uncertain a parameter 

SEMs and CIs decrease in size as the amount of data increases.

CIs increase in size if the required confidence level increases (i.e.,  decreases)α

SEMs and CIs of the mean quantify the uncertainty in ,  
not the width of the sampling distribution ( ).

μ
̂σ



The median is the standard nonparametric estimate of a distribution’s center

For data: sort the data  in ascending order. The median is then defined as:  x1, x2, x3, …, xN

For a distribution: the median is the value of  that separates half the distribution's mass 
from the other. 

x

50 % 50 %

The median of a symmetric 
distribution is equal to its mean



The median is less sensitive to outliers than the mean 

Cauchy distribution

The standard estimate of the mean  will not converge as  becomes large!  ̂μ N

The median  does converge, just as quickly as for any distribution.q50

heavy tails



q75

75 %

Quantiles of a distribution

More generally, the quantile  of a distribution is the value of   
 that bounds of the distribution's mass.

qK x
K %

E.g., the median in the quantile q50



Box and whisker plots indicate quantiles

q50

q25

q75

q25 − 1.5 ⋅ IQR

q75 + 1.5 ⋅ IQR

Interquartile range is defined by 
IQR = q75 − q25

outliers

outliers



QQ plots are used to visually test whether data follows an expected distribution.

x axis: corresponding quantiles  of the inferred distribution, using  
the percentile values  computed for each data point.

qX
X1, X2, …, XN

y axis: sorted data values .x1, x2, …, N

ok agreement systematic deviation

The analysis of a QQ plot is done by eye and making a judgement call.



QQ plot example: simulated lognormal data



How to do this in Prism
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How to do this in Prism



How to do this in PRISM



Student’s  test (one sample)t

Null Hypothesis:  
a population is normally distributed with 

a known mean value of  μnull

Data:  

measurements: x1, x2, …, xN

Test statistic: 

   t =
̂μ − μnull

SEM

Null distribution:  

 distribution with .t DOF = N − 1



Student’s  test (two sample, equal variance)t

Null Hypothesis:  
two populations have the same mean

Data:   
 and x1, x2, …, xm y1, y2, …, yn

Test statistic:    

,   t =
̂μx − ̂μy

̂σ 1
m + 1

n

̂σ =
(m − 1) ̂σ2

x + (n − 1) ̂σ2
y

m + n − 2

Assumptions:  
the two populations follow normal 

distributions and have equal variances

Null distribution:  

 distribution with .t DOF = m + n − 2



Welch’s  testt
Null Hypothesis:  

two populations have the same mean but 
not necessarily the same standard deviation

Data:   
 and x1, x2, …, xm y1, y2, …, yn

Test statistic:    

t =
̂μx − ̂μy

̂σ2
x

m +
̂σ2
y

n

Null distribution:  

Student’s  distribution with t

DOF =
( ̂σ2

x

m +
̂σ2
y

n )
2

( ̂σ2
x /m)2

m − 1 +
( ̂σ2

y /n)2

n − 1

Advantage:  
Fewer assumptions than standard unpaired  testt

Disadvantage:  
Less power than standard unpaired  testst



Mann Whitney U test (Wilcoxon rank-sum test)

Null Hypothesis:  
If  is sampled from population 1 and  

is sampled from population 2,
x y

p(x > y) = p(x < y)

Data:   
 and x1, x2, …, xm y1, y2, …, yn

Test statistic:    
 (based on rank-order of s and s)U x y

Advantage:  
No assumptions about the mathematical form of 

 and .p(x) p(y)

Disadvantage: 
Somewhat less powerful than Student's  testt






















